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Youth interact with AI/ML applications everyday
● Through their daily interactions they develop some understandings about how 

that ML applications learn from data and how applications recognize patterns
● Their everyday ideas have implications for the design of tools and activities to 

introduce youths to ML
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📉 Focus on DATA rather than sequences of steps

📦 OPACITY of how models work 

🧪 Empirical and inductive NATURE of development

AI/ML



“The challenge facing many young people today is that 
they generally speaking have a limited understanding 
of technology and computing, not only in terms of its 
construction but how it affects their lives. Hence young 
people have very limited capacity to pose demands for 
technology, make informed choices about 
technology in their lives, and take part in the 
development of technology and the cultures that 
surround it.”                                                             Dindler, Iverson Caspersen & Smith, 2022, p. 120

Challenge
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We define computational literacies as a set of practices situated in 
a sociocultural context which utilize external computational media 
to support cognition and communication. Computational literacies 
encompass phenomena at scales from the individual to the 
societal, as well as connections between these phenomena and the 
media which supports and shapes them. … 

In our view, the question of what to teach in K-12 CS need not 
have a single answer, but could instead have many answers 
grounded in the computational literacy practices of diverse 
communities and cultures. 

                                                                                         Kafai & Proctor, 2022, p.148

Computational Literacies 

Kafai, Y. B., & Proctor, C. (2022). A revaluation of computational thinking in K–12 education: Moving toward computational literacies. Educational 
Researcher, 51(2), 146-151.



Touretzky et al., , 2019

Five Big Ideas



Computational Thinking 2.0



Competency 1 (Recognizing AI) Distinguish between technological artifacts that use and do not use AI.

Competency 2 (Understanding Intelligence) Critically analyze and discuss features that make an entity “intelligent”, including discussing 
differences between human, animal, and machine intelligence.

Competency 3 (Interdisciplinarity) Recognize that there are many ways to think about and develop “intelligent” machines. Identify a variety 
of technologies that use AI, including technology spanning cognitive systems, robotics, and ML.

Competency 4 (General vs. Narrow) Distinguish between general and narrow AI.
Competency 5 (AI’s Strengths & Weaknesses) Identify problem types that AI excels at and problems that are more challenging for AI. Use 
this information to determine when it is appropriate to use AI and when to leverage human skills.

Competency 6 (Imagine Future AI) Imagine possible future applications of AI and consider the effects of such applications on the world.
Competency 7 (Representations) Understand what a knowledge representation is and describe some examples of knowledge representations.

Competency 8 (Decision-Making) Recognize and describe examples of how computers reason and make decisions.
Competency 9 (ML Steps) Understand the steps involved in machine learning and the practices and challenges that each step entails.

Competency 10 (Human Role in AI) Recognize that humans play an important role in programming, choosing models, and fine-tuning AI 
systems.

Competency 11 (Data Literacy) Understand basic data literacy concepts such as those outlined in [107].

Competency 12 (Learning from Data) Recognize that computers often learn from data (including one’s own data).

Competency 13 (Critically Interpreting Data) Understand that data cannot be taken at face-value and requires interpretation. Describe how 
the training examples provided in an initial dataset can affect the results of an algorithm.
Competency 14 (Action & Reaction)
Understand that some AI systems have the ability to physically act on the world. This action can be directed by higher-level reasoning (e.g. 
walking along a planned path) or it can be reactive (e.g. jumping backwards to avoid a sensed obstacle).

Competency 15 (Sensors)
Understand what sensors are, recognize that computers perceive the world using sensors, and identify sensors on a variety of devices. 
Recognize that different sensors support different types of representation and reasoning about the world.
Competency 16 (Ethics)
Identify and describe different perspectives on the key ethical issues surrounding AI (i.e. privacy, employment, misinformation, the 
singularity, ethical decision making, diversity, bias, transparency, accountability).

16 Competencies



Scribner (1984) which outlines three core dimensions of literacy: 
FUNCTIONAL, CRITICAL AND PERSONAL. 

Literacies of any kind always address a functional dimension of “the level of proficiency necessary 
for effective performance in a range of settings'' (p. 9). 

The critical dimension of literacy equips individuals with critical consciousness to examine 
conditions in their community and lead effective action for a just society. 

The personal dimension frames becoming literate as a form of self-enhancement to better 
communicate, interact with others, and build relationships. 

Computational Literacies 



  ALGORITHM AUDITING 

“Repeatedly querying an algorithm and observing its 
output in order to draw conclusions about the 
algorithm’s opaque inner workings and possible 
external impact.” 
                                                           Metaxa et al., 2021, p. 10



  ALGORITHM AUDITING as DECODING 
Deconstruction involves describing, evaluating and reflecting on the values and intentions embedded in 
sociotechnical systems and considering their possible implications (Dindler et al., 2020; Schaper et al., 
2022). This involves 

(1) Assessing the properties of a system in terms of its inputs, outputs and materials, 

(2) Inquiring on the intended use and actual use of a system, 

(3) Foregrounding the values, worldviews, and assumptions embedded in the system, and 

(4) Impacting individuals, communities and the environment. 

We argue that algorithm auditing is a method that can support 
learners in deconstructing AI/ML applications.



Examples Of Algorithm Auditing

🏠󰠶💸🏥 🔎
housing  | employment | product pricing | health | search



Generating systematic, thorough, and thoughtful inputs to test the 
hypothesis

Running the test and keeping track of the inputs and output pairs

Analyzing the data

Reporting findings

1 Generating a hypothesis

2

3

4

5

  Algorithm Auditing in Five Steps 



Everyday audits



Expert and user-involved audits

Encarnación et al., under review



Everyday emergent audits



Youth’s perspectives towards algorithmic justice
- Research on learning and algorithmic justice has focused on rights and 

protections (Ito et al., 2023) and high-stake issues such as police surveillance 
(Vakil & McKinney de Royston, 2022)

- Youth’s ideas about algorithmic justice are grounded in their lived 
experiences with technologies (Coenraad, 2022; Salac et al., 2023; Solyst et 
al., 2023)



Testing in AI/ML Education

- Some studies mention testing but provide little to no details about how 
students test models and what they learn from testing activities.

- The studies that address testing show interesting findings: testing helps 
learners build hypotheses about model performance

Morales-Navarro, L., Shah, M., & Kafai, Y. B. (2024, March). Not Just Training, Also Testing: High School Youths' Perspective-Taking 
through Peer Testing Machine Learning-Powered Applications. In Proceedings of the 55th ACM Technical Symposium on Computer Science 
Education V. 1 (pp. 881-887).



Auditing ≠ Testing

● Auditing emphasizes the system rather than user interaction/reaction 
● Auditing is systematic and iterative process with the goal of drawing 

conclusions at the level of the system rather than about individual test cases
● Audits are generally external evaluations done by independent third parties 

from the outside-in

Metaxa et al., 2021



Peer Auditing



PEER AUDITING WORKSHOP

Luis Morales-Navarro, Yasmin B. Kafai, Vedya Konda, and 
Danaë Metaxa. 2024. Youth as Peer Auditors: Engaging 
Teenagers with Algorithm Auditing of Machine Learning 
Applications. In Interaction Design and Children (IDC ’24), 
June 17–20, 2024, Delft, Netherlands. ACM, New York, 
NY, USA, 22 pages



Context of the study

W1: ML classifiers, physical computing, 
ML pipeline, Auditing session.

W2: Working on ML-powered electronic 
textile (e-textile) physical computing 
projects. Auditing session. 



Youth projects



Interview protocol

Classifier tasks Text-to-image tasks



How did youth’s identification of potential algorithmic 
biases and harm change?

All participants identified 
potential algorithmic biases 
in post (compared to 9 in 
pre). Biases related to body 
shapes, breed (in the case of 
animals), color, size, shape, 
and context/location, race, 
and relevancy. 



How did youth’s identification of potential algorithmic 
biases and harm change?

In post they reflected on 
personal and societal 
biases.

“from my personal experience, 
teaching as a very female-dominated 
profession.” Iván

“A lot of YouTube channels it has... I 
feel like it’s mainly run by White guy 
gamers.” Iván



How did youth’s identification of potential algorithmic 
biases and harm change?

Considering harm 
and justice (7 in pre 
to 12 in post). 

Diverse ideas about 
harm and justice. 

 “For the scientists, like kids saying they want to be 
scientists, if nobody that looks like me is a 
scientist, then should I really become one?” Luke

“Lizzo, everyone calls her beautiful but none of the 
generated pictures looked like her. If you look like her 
it can make you feel bad” Andrés 

“Yeah, it just excludes. Like in this context, with just 
generating pictures. I don’t know if it’s really impactful, it 
could in other contexts.” Jackie Star

 “I don’t think it can be harmful. I do think it’s 
discriminatory. You’re not gonna, like, get offended by the 
AI.” Richard



How did youth’s inferences about data and model design 
change?

Youth made more 
inferences to data and 
model design issues in 
post from 6.9 to 12.8 
average inferences per 
participant. 

Increased in post:

● Model features
● Data composition
● Data diversity
● Data context
● Data sources
● Class balance

Decreased in post: 

● Data quantity



How did youth’s inferences about data and model design 
change?

“provide more features to the model 
so that it would know what to look 
for” Fatimah

“yeah, definitely a bias towards sharks 
if it was close up to a face, because 
that’s probably all that it really is like 
taught on” Jackie Star 

󰩿

󰘀



What benefits did youth find in auditing applications and 
having their applications audited?

Auditing provided with new perspectives about model 
functionality and performance. 

“not just getting more diverse user input, but feedback from people 
that don’t think like you.”  Iván

“you also get different standpoints because people think in so many 
different ways that, like, you wouldn’t have thought of something and 
now you can incorporate that.” Lou

󰗼

󰢢



What benefits did youth find in auditing applications and 
having their applications audited?

Auditors provided helpful feedback

“people were like, well, you could have added more variety to this
class” Jackie Star 

“helped me humble myself, helped me realize, okay, there are changes 
I can make, or actually my project is doing much better than I 
thought it would” Fatimah 

󰘀

󰩿



What benefits did youth find in auditing applications and 
having their applications audited?

Looking at projects from new perspectives

“you can turn around and improve that yourself” Iván

“I use the logic that I use in their project of challenging it
to see what would break it on our project.” Jerome

󰗼

󰪍



DISCUSSION

ALGORITHM AUDITING 

- AS A SOCIO-TECHNICAL PROCESS

- FOR ALGORITHMIC JUSTICE

- AND COMPUTATIONAL EMPOWERMENT



AUDITING AS SOCIO-TECHNICAL PROCESS

- Youth benefited from cognitive distance and being able to “take perspective” of 
their own applications and those of their peers. This enabled them to provide 
recommendations for their peers and to apply what they saw as auditors to their 
own projects. 

- Youth took a more adversarial approach, describing how, for some of them, the 
goal was to try to “break” the applications or find “all the problems”. This approach 
differs from the stance of expert auditors



AUDITING FOR ALGORITHMIC JUSTICE

PRE
SOME youth were able to identify potential biases.
Previous research shows that both adults and teenagers participating in cooperative inquiry sessions and 
think-aloud interviews can engage with these topics by building on their rich experiences as
users of AI/ML-powered applications [13, 49, 56].

POST 
ALL youth identified potential biases. 



“We define computational empowerment as a concern for the method used by students, as individuals and 
groups, to develop the capacity to understand digital technology and its effect on their lives and society at large 
and their ability to engage critically and curiously with the construction and deconstruction of technology.”  
Dindler, Iverson Caspersen & Smith, 2022, p. 121

AUDITING FOCUSES ON 
DECONSTRUCTION OF TECHNOLOGY: 

Supporting youth in analyzing applications designed by other people to interrogate the 
values  encoded in them and their impact on society (Schaper et al., 2022).

AUDITING AS COMPUTATIONAL EMPOWERMENT



  ALGORITHM AUDITING as DECODING 
Deconstruction involves describing, evaluating and reflecting on the values and intentions embedded in 
sociotechnical systems and considering their possible implications (Dindler et al., 2020; Schaper et al., 
2022). This involves 

(1) Assessing the properties of a system in terms of its inputs, outputs and materials, 

(2) Inquiring on the intended use and actual use of a system, 

(3) Foregrounding the values, worldviews, and assumptions embedded in the system, and 

(4) Impacting individuals, communities and the environment. 

Algorithm auditing is a method that can support learners in 
deconstructing AI/ML applications.



NEXT STEPS

- DESIGNING AND AUDITING ML APPLICATIONS
- INTRODUCING TEACHERS TO AUDITING ML 

APPLICATIONS 
- INTEGRATING AUDITING ACTIVITIES IN CS 

CLASSROOMS
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