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Outline

1. Project overview

2. Predictive modelling with decision trees in ProDaBi

3. Tools for teaching modelling with decision trees
3.1 Recommender system for food - unplugged with data cards (grade 5/6)
3.2 Personalized advertisement with JIM data — using CODAP (grade 8-10)
3.3. Personalized advertisement with JIM data — using Jupyter Notebooks

(grade 8 - 12)
4. Some evaluations of students
5. Looking back: Tools and facets of modelling at different levels
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Project Goals

Developing and testing teaching material for
different grades in the context of design research

Adapting or developing digital and unplugged
tools for teaching and learning (data cards,
CODAP, Python with Jupyter Notebooks)

Designing and conducting professional
development courses for teachers

Developing theoretical conceptions including
educational goals for teaching and learning Al
and Data Science at school level.

Aims & Objectives

Assessment Content

Grouping Materials
& Resources
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ProDaBi material in different grades

4 )

Data Science in grade 12
Yearlong ,project course”

(Data Science in grade 8 to 10 \—/Eﬁ

5 teaching modules + PD courses for

teachers
\_
, L

Data Science in grade 5 and 6
2 teaching modules

\. J
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Context

Project Course 12  Modules 8-10 Modules 5/6

Data Project Topic

JIM-Data

(CODAP Decision Trees

& Data Cards

JIM-Data (CODAP)

Introduction to Python Data Exploration

(JN, Arduino)

Data Exploration (JN)

Decision Trees 9@(’97
conAP,JN) [

Data Awareness

Decision Trees

ARTIFICIAL a a

INTELLIGENCE AWareneSS

Neural Nets

Project
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Main topics and concepts of ProDaBi

Data Data Epistemic Machine
Exploration ~ Awareness | Programming | Learning

Computational Essays;
Reproducible and
explained Data Analysis
and Al
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Two types of machine learning: Focus today
decision trees

. Types and their
Machine use in

Learning applications of
Al

Neural Nets




'L(‘ universiTAT - | ProDaBi

PADERBORN

2. Predictive modelling with decision trees in
ProDaBi
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ML as part of predictive modelling

Predictive modeling is an important facet of data science education, new to traditional
statistics and computer science education

Challenges

1. Elementarizing the basic algorithms, developing adequate visualizations and
supporting tools
2. Quality assessment of ML models/algorithms
training data, test test, validation data, bias, range of potential applications

3. Embedding ML in human decision-making scenarios
realistic, critival view of the power of ML, deployment with ethical monitoring

(Ridgway et al., 2018; Sulmont et al. 2019b, Zieffler et al., 2021)
10
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ML as part of predictive modelling

Predictive modeling is an important facet of data science education, new to traditional
statistics and computer science education

Challenges Our focus today

1. Elementarizing the basic algorithms, developing adequate visualizations and
supporting tools
2. Quality assessment of ML models/algorithms
training data, test test, validation data, bias, range of potential applications

3. Embedding ML in human decision-making scenarios
realistic, critival view of the power of ML, deployment with ethical monitoring

(Ridgway et al., 2018; Sulmont et al. 2019b, Zieffler et al., 2021)
11
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Why decision trees?

Transparency and teachability

 Relating and contrasting human and ML-built decision trees

« Algorithmic transparency is possible (Adequate mental models)

 Teachable on various levels with various tools with increasing complexity, breadth,
and efficiency

Designing and using hybrid human-machine systems

 Students can act as designers of ML/AI not just as trainers of ready-made Al systems

 Possibility of pointing out the role of responsible humans in different stages of
creating an Al system

Good start into comprehensive predictive modelling
 Teaching artificial neural nets, e.g., can focus on new algorithm

12
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A multivariate dataset: JIM-PB

Based on an official German survey
161 Questions about media use
We collected data of ~1200 juveniles

Y R

Topics: JIM-Studie 2020
- Grade, Age, Sex prossalyErsiadoty

Owning digital devices B ®
Computer, GameConsole, Tablet, ... @

Use of online platforms o
Instagram, Facebook, TikTok, Youtube, ... @ -

Gaming _ . ®

M Studie 2020

Our educational use =
Data exploration of multivariate data
Example for introducing decision trees

13
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A context used in class - Personalized
advertisement on online platforms

* Instagram,Youtube, etc.

\

NN EE LT "’“,‘7‘ Why do | get such an advertise-
ment for an online game?

How is this decided?

An example of Yan,nik’s
Instagram Feed

Auch digital N8 gTe (o)
erhiltlich im =337 oJhld}

Mehr dazu 1 4



'L(‘ UNIVERSITAT

PADERBORN

Predicting frequency of online gaming from other
variables

Target variable: frequency of online gaming

Predictor variables:
GameConsole (ownership) yes/no
Computer (ownership) yes/no
Instagram use: rarely/frequently

Assumptions
Target variable is a proxy of ,interest in further online games*

Predictor variables are related to the target variable (result of data exploration)
Predictor variables are known to our marketing company

15
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Decision trees: A brief introduction

1. Create a decision tree with level 1, based on the predictor variable that provides the
lowest misclassification rate

2. Add further decision steps based on the rest of the variables to further reduce the
misclassification rate

16
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Toy data inspired by Jim data

:IOnIineGamesI GameConsole Computer Instagram
0 - Yes Yes frequently
1 _ Yes No rarely
T t . bl 2 - Yes No rarely
arget variapie
3 _ MNo Yes frequently
° |S to be predlcted - - 2 D CEIIETL e Serve tO deflne
5 | moquenty ves R decision rules for the
6 - Yes Yes rarely prediCtion
7 - No No rarely
8 _ Yes Yes rarely
9 _ Yes Yes rarely
10 _ Yes No frequently
11 _ No No rarely
12 - No Yes frequently
13 _ No No  frequently

17
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Projekt Data Science und Big Data in der Schule

GameConsole as the first candidate for a splitting varia

OnlineGames | GameConsole] Computer Instagram

0 - Yes Yes frequently
1 _ Yes No rarely
2 _ Yes No rarely
3 _ No Yes frequently
4 - Yes No frequently
5 _ Yes No rarely
6 - Yes Yes rarely
7 _ No No rarely
8 _ Yes Yes rarely
9 _ Yes Yes rarely
10 _ Yes No frequently
1 _ No No rarely
12 - No Yes frequently
13 _ No No frequently

Deutsche

Telekom
Stiftung

GameConsole?

Yes

OnlineGames GameConsole Computer Instagram

Ww LM Mt a2 O

-
(=]

Yes
No
No
No
No

Yes

Yes

Yes

No

Prediction for OnlineGames -

frequently
rarely
rarely
frequently
rarely
rarely
rarely
rarely

frequently

No

OnlineGames GameConsole Computer Instagram

1
12
13

No Yes
No No
No No
No Yes
No No

frequently
rarely
rarely
frequently
frequently
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Tentative Rule 1

GameConsole?

If GameConsole = yes, predict onlineGame = frequently
If GameConsole = no, predict onlineGame = rarely

Yes No
Confusion matrix

OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram
PIaying_OnIineGames truth 0 _ Yes Yes frequently | | 3 - No Yes frequently
frequently rarely 1 frequently Yes No rarely 7 - No No rarely
prediction frequently 7 2 |2:= Yes No rarely 1 _ No No rarely
4 Yes No  frequently | |12 - No Yes frequently
rarely 2 3 5 Yes No rarely 13 _ No No  frequently

Yes Yes rarely

Yes Yes rarely

Yes Yes rarely

Yes No frequently

Errors/

Misclassifications

Split-Variable Errors MiscRate*

GameConsole 4 ~29%

z

* MiscRate = Misclassification rate 19
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Computer as the second candidate of a splitting variable

?
MiscRate* Computer

Variable Erros
[
GameConsole 4 ~29%
0
Computer 5 ~ 36%
OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram
| 0 Yes frequently | Yes No rarely
3 Yes frequently Yes No rarely
6 Yes rarely Yes No frequently
8 Yes rarely Yes No rarely
9 Yes rarely No No rarely
12 Yes frequently Yes No frequently
No No rarely
No No  frequently

Errors/
Misclassifications

* MiscRate = Misclassification rate 20
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Instagram as the third candidate of a splitting variable

Variable Errors MiscRate*
Instagram?
GameConsole 4 ~29%
~ 0
Computer 5 36% frequently rarely
Instagram 5 ~ 36%
OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram
Yes frequently | 1 Yes No rarely
Yes frequently 2 Yes No rarely
No frequently | 6 Yes Yes rarely
No rarely | 7 No No rarely |
No frequently 8 Yes Yes rarely
Yes frequently 9 Yes Yes rarely
No frequently | | 11 No No rarely |

Errors/
Misclassifications

* MiscRate = Misclassification rate 21
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GameConsole as the best choice for the first splitting variable

Rule 1 GameConsole?

If GameConsole = yes, predict onlineGame = frequently

If GameConsole = no, predict onlineGame = rarely Yes No

OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram
Yes Yes frequently 3 No Yes frequently
Yes No rarely 7 No No rarely
Split-Variable Errors MiscRate* Yes No  rarely 1 No No rarely
Yes No frequently 12 No Yes frequently
Gameconsole 4 - 29(% Yes No rarely 13 No No frequently
Yes Yes rarely
Yes Yes rarely
Yes Yes rarely
Yes No  frequently

Prediction for OnlineGames
22

. aomgu‘h”-‘o
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Looking for further variables to reduce
misclassification rate

23
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OnlineGames GameConsole Computer Instagram

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes

GameConsole?

Yes N

OnlineGames GameConsole Computer Instagram

Yes frequently 3 _ No
No rarely 7 _ No
No rarely 1" _ No
No frequently 12 - No
No rarely 13 _ No

Yes rarely

Yes rarely

Yes rarely
No  frequently

Yes frequently
No rarely
No rarely

Yes frequently
No frequently

Deutsche

Telekom
Stiftung

OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram

3 _ No Yes frequently 7 _ No No rarely
12 _ No Yes frequently 1 _ No No rarely
13 _ No No frequently

Eyeballing shows: Computer has lower MiscRates than Instagram

24
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Projekt Data Science und Big Data in der Schule

OnlineGames GameConsole Computer Instagram

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes

GameConsole?

Yes N

OnlineGames GameConsole Computer Instagram

Yes frequently 3 _ No
No rarely 7 _ No
No rarely 1" _ No
No frequently 12 - No
No rarely 13 _ No

Yes rarely

Yes rarely

Yes rarely
No  frequently

Yes frequently
No rarely
No rarely

Yes frequently
No frequently

Deutsche

Telekom
Stiftung

OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram

3 _ No Yes frequently 7 _ No No rarely
12 _ No Yes frequently 1 _ No No rarely
13 _ No No frequently

Eyeballing shows: Computer has lower MiscRates than Instagram

25
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Projekt Data Science und Big Data in der Schule

OnlineGames GameConsole

frequently

frequently

frequently

frequently

frequently

frequently

frequently

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes

GameConsole?

Yes

Computer
Yes

No

No

No

No

Yes

Yes

Yes

No

Instagram
frequently
rarely
rarely
frequently
rarely
rarely
rarely
rarely

frequently

No

Computer?

Yes

No

Deutsche
Telekom
Stiftung

OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram

3 No Yes frequently 7 No No rarely
12 No Yes frequently 1 rarely No No rarely
13 rarely No No frequently

26
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GameConsole?
Yes
OnlineGames GameConsole Computer Instagram
0 Yes Yes frequently
1 frequently Yes No rarely
2 Yes No rarely
4 Yes No frequently
5 Yes No rarely
6 Yes Yes rarely
8 Yes Yes rarely
9 frequently Yes Yes rarely
10 frequently Yes No  frequently

\

Computer?

Ye/

No

Deutsche

Telekom
Stiftung

Rule 2

OnlineGames GameConsole Computer Instagram OnlineGames GameConsole Computer Instagram

3 No Yes frequently 7 _ No No rarely
12 frequently No Yes frequently 1" _ No No rarely
13 _ No No frequently

Errors 2
MiscRate 14%
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Eyeballing shows:
Instagram has lower MiscRates

than Computer

w M o t A~ M = O

-
(=]

I D B I
Projekt Data Science und B e

OnlineGames GameConsole Computer Instagram

frequently

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes

Yes

Yes
No
No
No
No

Yes

Yes

Yes

No

Deutsche
Telekom
Stiftung

GameConsole?

\

frequently Com p ute I'?

rarely

rarely

frequently
rarely Ye S
rarely

rarely

rarely

frequently

28
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Projekt Data Science und Big Data in der Schule

?
Eyeballing shows: GameConsole*

Instagram has lower MiscRates
than Computer Yes No

9))

OnlineGames GameConsole Computer Instagram
0 _ Yes Yes frequently Com p ute r?
1 Yes No rarely
2 Yes No rarely
4 _ Yes No frequently
5 Yes No rarely Ye S
6 Yes Yes rarely
8 frequently Yes Yes rarely
9 frequently Yes Yes rarely

1]
%)

No  frequently

2

Instagram?

o T~

frequently rarely

OnlineGames GameConsole Computer Instagram

frequently Yes Yes rarely

~ 1 frequently Yes No rarely
OnlineGames GameConsole Computer Instagram
2 Yes No rarely
0 _ Yes Yes frequently
4 - Yes No frequently 5 frequently Yes No rarely
6 Yes Yes rarely
10 Yes No frequently 29
:
o

frequently Yes Yes rarely
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Rule 3
GameConsole?
Errors 1
MiscRate 7%
Yes No
Instagram? Computer?

frequently \ey

Prediction for OnlineGames 30

-
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3. Tools for teaching modeling with decision trees

° ® A.
5:5}‘
-— r’ jupyter
CODAP O

Manual creation
of decision trees

31
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3.1 Recommender system for food - unplugged with
data cards

32



UNIVERSITAT '

PADERBORN

Topic of the series of lessons with data cards
 Subject: Manual modeling with decision trees
« Example: Recommender system for food items

* Guiding Questions:
* How can we use nutrition information to decide whether a food is
rather recommendable or rather not recommendable?

* How can a method of machine learning help to create a rule system?

33
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The material

> = i b
: Anple Dark Chocolate

lutr (typic v r 100 Nutrition Facts (typical value per 003)
Calories 52 kcal Calories 582 kcal
Fat 02g Fat 43,0g
of which saturated of which saturated
Fat 0,0g Fat 26,0g
Carbohydrates 138¢g Carbohydrates 37,0g
of which Sugars 11,0g of which Sugars 290g
Protein 03g Protein 6,78
Salt 00g Salt 00g
\ _u—/PmDan / \\ ProDaBi )j

55 data cards about food items
* nutrition facts (typical value per 1009)
 green and red paper clips to label the cards
 worksheets and slides 34
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The material

o

lutr (typic v r 100 Nutrition Facts (typical value per 003)
Calories 52 kcal Calories 582 kcal
Fat 02g Fat 43,0g
of which saturated of which saturated
Fat 0,0g Fat 26,0g
Carbohydrates 138¢g Carbohydrates 37,0g
of which Sugars 11,0g of which Sugars 290g
Protein 03g Protein 6,78
Salt 00g Salt 00g
\ _u—/PmDan / \\ ProDaBi )j

55 data cards about food items
* nutrition facts (typical value per 1009)
 green and red paper clips to label the cards
 worksheets and slides 35



UNIVERSITAT '
A

PADERBORN

Demonstration: Defining data based decision rules with data cards

Video_Datacards.mp4

.\l

36
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Stiftung

= FLINGA

Calanes 108 kst
fat e
of which saturated

“e

Carsolidrates sore

of which Sugers n2g

Protein 1076

seit 02

s B J

—

g

of which saturates
Fal

6y
Cartohyerates 104
o which Sugans

San

Calorles
Fal

ol which saturated

fat 154
Carbohydrates N0y

ot which Sugars. o
oratein g
it 108

160 keal

1308

280
208
07y
15
01p

289 vl

o oy

o o snaeted

Ta 13
otz 1008

o whch Sugans 03s
ot sae
e 07g

. Squa(e

I/
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Calories. 359 keal v
F"‘ N— 40 Energie 229 keal 406 keal
of which satura
Fat 05¢ 2k 289 keal L
Carbohydrates 98 . TS
of which Sugars 35¢ bsos
Protein 1238 o 138
sait 008 ~ X e 3608
\ 10 Calories -
fat
- of which saturate]
. e per 10 Fat
flories 86 keal Carbohydrates
1 it 108 of which Sugars u f | value
Energie 52 keal of which saturated Protein 1 1 Calories 241 keal
Fett 028 Est %.2¢ Calories 503 keal Fat 1g
davon gesittigte [reclontes TAE Fat 280¢ of which saturated
Fettsiuren 008 ot wbkh s sot of which saturated Fat 15¢
Kohlenhydrate 138g | forein A8 fat 268 e 453 teal Carbohydrates 2108
davon Zucker 1108 %08 Carbohydrates 530g o 208 of which Sugars 05g
s 93¢ of which Sugurs 298 davon gosittigte Protein 140
Salz 00g Protein 63g Fettsduren 138g 1,0g
28¢ Kohlenhydrate 57,08 3
| S —— : davon Zucker 388 | [\ J
N | awee 107¢
Salz 18¢
Pl
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Defining decision rules

rather
recommendable

204 keal
171e

618
10g 406 keal
108 13g
114g
058

Energie 289 keal
H 140g

13g
360¢g

Calories
Fat
of which saturate|
Fat
Carbohydrates
of which Sugars

ok Calories 241 keal
Satt Calories 503 keal Fat 11g
Fat 280g

of which saturated

of which saturated Fat 15g

Fat 26¢ Energle Carbohydrates. 21,08

Carbohydrates 530g Fatt 2308 of which Sugars 05g

of which Sugars 298 davon gesitigte Protein 14,0g

Protein 63g Fettsduren 138¢ Salt 1,0g

Salt 28¢ Kohlenhydrate 5708 \ o0 J
) davon Zucker 38¢ \ J

N | ewen 107¢
salz 188




UNIVERSITAT '

PADERBORN

Documentation of decision tree

Tree documentation

Attribute:

ratherre: [ ] [ ]rather notre: ratherre: [ ] [ ]mathernotre:

Decsion
or N

next attribute
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0° 0
(o]
[ X ] . @ =N
i i
Statistics with embodied activities .
® s
] ﬂ Creating decision trees
. . HE [
X
ool ol O ===
& é i

Testing own decision tree with test data Testing different decision trees with one item 41
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Impressions of students work in class
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Tools for teaching modeling with decision trees

° ® A.
5:5}‘
-—E"" Jupyter

CODAP .\-/

Semi-automatic creation
of decision trees

43
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3.2 Personalized advertisement with JIM data -
using CODAP

44



UNIVERSITAT '

PADERBORN

Topic of the series of lessons with CODAP

* Subject: Semi-automatic modeling with decision trees
« Example: Personalized advertisement on online platforms (JIM data)

* Guiding Questions:
* How can we use personal data to predict personal interest (e.g. playing onlinegames)?

» How can we systematically find a good decision tree based on data?

45
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CODAP - A tool for data science

Common Online Data Analysis Platform

‘.
-‘Fr CODAP

soreaucior {PgsConeerd  hitps://codap.concord.org/

Easy exploration of multivariate data via drag & drop

Manual construction of data based decision trees
with the plug-in Arbor
collaboration with the developer Tim Erickson
adding features for teaching machine learning

46


https://codap.concord.org/

'L(‘ UNIVERSITAT

PADERBORN

Decision Trees in CODAP

Demonstration: Basic functionality for free exploration

Video_CODAP1.mp4

a#'
A

CODAP

47
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JIM data demo

ProDaBi

Projekt Data Science und Big Data in der Schule

Deutsche
Telekom
Stiftung

Version 2.0 (0600) |9 English v

ooo
-
]
=

2 &

Tables Graph Map  Slider Calc

B JIM_53cases 2021s

in-
dex

O 0O NO 0 P WN -

3 BN

Playing
OnlineGames

frequently
frequently
frequently
rarely
rarely
rarely
frequently
frequently
rarely
rarely
rarely
rarely
rarely
frequently
frequently
frequently
frequently
frequently
frequently

own
Computer

False
True
False
False
False
False
True
False
False
False
False
False
False
True
True
'Fa!se
False
True
True

'8 ) ®

Text Plugins

cases (53 cases)

own own Youtube
GCamecConsole | Tablet LetsPlay
True True frequently
False False frequently
True False frequently
False False rarely
True False rarely
False False rarely
True False frequently
True True rarely
False False rarely
True False rarely
False True rarely
True False rarely
False False rarely
True False frequently
True True rarely
False False rarely
False False rarely
True False frequently
False False rarely

Youtube
MusicClips

frequently
frequently
frequently
rarely
rarely
frequently
freqaenfly
frequently
rarely
rarely
rarely
rarely
rarely
frequently
frequently
rarely
frequently
frequently
rarely

Youtube
SportClips

rarely
frequently
frequently
rarely
frequently
rarely
rarely
rarely
rarely
frequently
rarely
rarely
rarely
rarely
frequently
rarely
rarely
frequently
rarely

Using
Instagram

frequently
frequently
rarely

frequently
frequently
frequently
frequently
frequently
frequently
frequently
frequently
frequently
frequently
frequently
ﬁequenﬂy
rarely

rarely

rarely

frequently
N>

OB = & @

Undc Redo Tiles Option: Help

decision tree

settings help!

Drag your target attribute here

48
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Predict Spielen_OnlineSpiele = Haufig
32 of 53, (60.4%)
Computer_Besitz?

False True
10 of 27, (37.0%) 22 of 26, (84.6%)
Gesciecht?
. True” False mannlich ,weiblieh
(42?719; :fogfgoi)
T TR
(100.0%) (100.0%) (25.0%)
- .
Tablet Besitz? (50.0%)
N ER
(66.7%) (0.0%)
Explained contextually why the .
different variables might be
appropriate for predicting the target
variables .
he tried different combinations by
chance until he could not find any
more improvements .

Non — Systematic

Student solutions

Deutsche
Telekom
Stiftung

Predict Spielen_OnlineSpiele = Haufig

32 of 53, (60.4%)
Youtube LetsPlay?

Haufig Selten
20 of 20 12 of 32, (37.5%)
(100.0%) Computer_Besitz?
False True
5 of 22 7 of 10
(22.7%) (70.0%)

tested different variables by "trial&error" as
the top decision rule

searched for partial data sets with relative
frequencies of the target value "close to
100% or close to 0%"

stopped the process very early so that the
final partial data sets remain "representative'
Systematic
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Decision Trees in CODAP

Demonstration: Playing the machine

Video_CODAP2.mp4
L]
Py |
~ 1

CODAP

50
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Algorithmic process of creating a decision tree

Input: data , target variable (TV)

— 1. Define all possible data splits

|

2. ldentify the best data split

!

3. Apply the best data split

ermination criteria:
a. no further split possible
b. no further split required

fulfilled

A 4

Terminal node with majority value for TV

51
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Algorithmic process of creating a decision tree

Input: data , target variable (TV)

1. Define all possible data splits

!

2. ldentify the best data split

!

3. Apply the best data split

ermination criteria:

a. no further split possible
b. no further split required

fulfilled

E Classification Tree Records

In-
dex

_—

0lm ~ g ;WM

predict

Playing_OnlineCames...
Playing_OnlineCGames...
Playing_oOnlineGames..
Playing_oOnlineGames..
Playing_OnlineGames...
Playing_OnlineGames_..
Playing_OnlineCames...
Playing_OnlineCames...
Playing_OnlineCames...
Playing_OnlineCames...
Playing_OnlineGames...

classTrees (11 Falle)

FocusMode

Using_Instagram
Using_Snapchat
Youtube_MusicClips
Own_Computer
Youtube_ LetsPlay
Youtube FunnyClips
Youtube SportClips
Youtube FashionBeauty
Own_Tablet
Own_GameConsole
Own_E_Reader

Deutsche
Telekom
Stiftung

LeftValue  MCR

frequen..

rarely

frequen..

False

frequen..

rarely
rarely
rarely
True
True
False

A 4

Terminal node with majority value for TV

0.396
0.396
0.396
0.264
0226
0.302
0.396
0377
0.396

0.34%

034

Nale
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Algorithmic process of creating a decision tree

Input: data , target variable (TV)

1. Define all possible data splits

!

2. ldentify the best data split

!

3. Apply the best data split

ermination criteria:

a. no further split possible
b. no further split required

fulfilled

Deutsche
Telekom
Stiftung

E Classification Tree Records

In-
dex

—_

0= T« < T B RS o I - R R N

predict

Playing_OnlineGames...
Playing_OnlineGames._.
Playing_OnlineGames._.
Playing_OnlineGames..
Playing_OnlineGames._..
Playing_OnlineGames...
Playing_OnlineGames._.
Playing_OnlineGames..
Playing_OnlineGames...
Playing_OnlineGames._.

Playing_OnlineGames..

classTrees (11 Falle)

FocusMNode

Youtube_LetsPlay
Own_Computer
Youtube FunnyClips
Cwn_CameConsole
Own_E_Reader
Youtube_FashionBeauty
Using_Instagram
Using_Snapchat
Youtube_MusicClips
Youtube SportClips
Oown_Tablet

LeftValue

frequen..
False
rarely
True
False
rarely
frequen..
rarely
frequen..
rarely

True

A 4

Terminal node with majority value for TV

MCR

0.226
0.264
0302

034

034
0.377
0.396
0.396
0.396
0.396
0.396

Nalw
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Algorithmic process of creating a decision tree

Input: data , target variable (TV)

— 1. Define all possible data splits

|

2. ldentify the best data split

!

3. Apply the best data split

ermination criteria:
a. no further split possible
b. no further split required

fulfilled

Predict Playing_OnlineGames

positive: Playing_OnlineGames is frequently

3210 21

Youtube_LetsPlay...?

Tequently rarely
20t0 0 1210 21

A 4

Terminal node with majority value for TV
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Algorithmic process of creating a decision tree

Input: data , target variable (TV)

— 1. Define all possible data splits

|

2. ldentify the best data split

!

3. Apply the best data split

not fulfilled

ermination criteria:

fulfilled

a. no further split possible® >
b. no further split required . 0O

Predict Playing_OnlineGames

positive: Playing_OnlineGames is frequently

32 to 21

Youtube_LetsPlay...?

Tequently rarely
20t0 0 1210 21

No further
predictor variables
available?

Is the partial
data set pure?

A 4

Terminal node with majority value for TV
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Algorithmic process of creating a decision tree
Input: data , target variable (TV)

— 1. Define all possible data splits
Predict Playing_OnlineGames
i positive: Playing_OnlineGames is frequently
2. Identify the best data split 3210 21
Youtube_LetsPlay...?
l frequently rarely
3. Apply the best data split 20100 121021
No further @
predictor variables

available?

ermination criteria: -
a. no further split possible®
b. no further split required e 0O

Is the partial
data set pure?

fulfilled . . -
Terminal node with majority value for TV

A 4
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Tools for teaching modeling with decision trees

° .A.
5:5}‘
-—E"" Jupyter

CODAP .\-/

Automatic creation
of decision trees
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3.3. Personalized advertisement with JIM data -
using Jupyter Notebooks (grade 8 — 12)
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Jupyter Notebook (with Python)

. Jupyter Notebook is a cell-based environment that can be used versatilly for teaching
Explanatory cells (text an pictures)
»  Code cells (create/ vary python code )
*  Live output (Output of code directly below code cell)

3.4 Create training- and test data set

In [7]:|*| #randomly shuffle data - by creating a sample containing the whole data set in a nev order and nev index
data = data.sample(frac = 1).reset index()

~ In [18]: - #Visualisisrung der Entvicklung der Raten der Eorrekten Hlassifikationsn wihrend des Trainingsprozesses '
In [EB]: tree.evaluation depth(df jim train, df_jim test).iplot(xTitle='Tiefe des Baums', yTitle='Rate korrekter Klassifikationen') Ource CO e e I Or

< Q - m 3
T wener - Explanatory sections
= fon,

Rate korrekter Klassifikationen

Live output

Yannik Fleischer & Rolf Biehler 59
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Jupyter Notebook (with Python)

 Interactive widgets with hidden source code
- Jupyter Notebooks as interactive Tools without students noticing python commands

2 Decision Tree Training

v def grow_tree(target variable, criterion, max depth):

tree = ct.DecisionTree(data = data widget.result[0], target = target variable, crit = criterion)
tree.grow tree(max depth = max depth-1)

tree.print_tree()

display (tree.tree_graph) |

return tree

tree widget = interactive(grow_tree, { 'manual’': True, 'manual name': 'Create Tree'}, target - iable = datg widget.result[0].

tree widget

/b'

Q

< C
OO/@

target_varia... | Play_CnlineGames V|
criterion | misclassification rate V|
max_depth ) 10

2 Decision Tree Training

Create Tree

target_varia... | Play_OnlineGames V|
|nteractive Widget criterion | misclassification rate V|
max_depth ) 10

Create Tree

Yannik Fleischer & Rolf Biehler 60
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PyTree Library as tool for creating decision trees

» We have developed a library (PyTree) of prepared commands for students to
create decision trees based on data and to create meaningful visualizations

 Behind the scenes:
Commands for students:

Automatic creation

* grow._tree()

« validation_pruning()
Manual creation and editing

* manual_split()

« manual_prune()
Evaluation and visualization

« prediction_accuracy)

* evaluation_depth()

 evaluate_fairness()
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Works like
mental model
build with CODAP

PyTree Library

 What students see in code-based Notebooks:

Library Q .A.

import PyTree O J u pyter

m
Ire

i

T + kT
T F dmport JecilsSion

v #Training of Decision Tree @) _
tree.grow tree(df input = data jim, target = 'PFlaying OnlineGames') . pUthOﬂ
v #Training of Decision Tree
tree.grow_tree(df input = data_ jim, target = 'Playing OnlineGames®, crit = 'entropy', max depth = 3, min_leaf nodes = 10)

 What students see in menu-based Notebooks:

2 Decision tree training .A.

target_variable ‘ Play_OnlineGames V| JU pyter

criterion ‘ misclassification rate V| v ;
© ProDaBi

Notebook

max_depth > 10

Create Tree
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Use of Jupyter Notebooks in Class

* Tool-JNs
menu-based (limited actions)
focus one aspect of learning about decision trees (overfitting, pruning,

evaluation, ...)

*  Worked example JN
- code-based (unlimited actions with python code)
presents a whole modelling process (from data preparation to evalutation of the
final decision tree)
Additional narrative enhancements (code explanation, context explanation,

reasons for human decisions)

« Computational Essay JN
code-based (unlimited actions with python code)
students document their modelling process adapted from the worked example
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Tool Notebook: Jupyter Notebook with hidden Code

Demonstration: Jupyter Notebooks for creating Decision Trees

Video_Jupyter.mp4
L
N
jupyter

Notebook
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(LN

Projekt Data Sci

- 17.06.2021 d) v

: Jupyter ProDaBi_Decision_Tree_auto_pruning Last Checkp

File Edit View Insert Cell Kernel Navigate Widgets Help

B 4+ 3% @A B 4 % MNRun B C W Code v @

1 Import data

A= B8 B

Dateiname ‘ jim_binaer.csv

Trainingsdaten

Play_OnlineGames Gender

Use_Twitter Use_Snapchat Use_Instragam Youtube_MusicVideos

Youtube_LetsPlay

Youtube_FunnyClips

Youtube_SportVideos

0 frequently male rarely frequently frequently rarely
1 frequently male rarely rarely frequently frequently frequently rarely rarely
2 rarely female rarely rarely frequently rarely rarely rarely rarely
3 frequently male rarely rarely rarely frequently frequently rarely rarely
4 frequently male rarely frequently frequently ith frequently
145 frequently male frequently rarely frequently rarely rarely rarely rarely
146 rarely female rarely rarely rarely frequently rarely frequently rarely
147 frequently male frequently frequently rarely rarely
148 frequently male q q frequently
149 frequently male rarely rarely frequently rarely frequently rarely frequently
150 rows x 15 columns
< >
Testdaten
Play_OnlineGames Gender Use_Twitter Use Use. Youtube_| Youtube_LetsPlay Youtube_FunnyClips Youtube_SportVideos
0 rarely female rarely rarely rarely NaN rarely NaN frequently
5 rarely female rarely rarely rarely frequently NaN NaN frequently
2 rarely female rarely frequently frequently frequently rarely rarely rarely
3 rarely male rarely frequently frequently rarely rarely rarely rarely
4 frequently male rarely frequently frequently frequently frequently rarely rarely
76 frequently male rarely frequently frequently q ly rarely
77 rarely male rarely frequently frequently rarely rarely frequently rarely
78 frequently male rarely frequently frequently rarely frequently rarely rarely
79 frequently male rarely frequently frequently
an frannant mala raraly raraly rarals raraly

Deutsche
Telekom
Stiftung

A

Trusted

65
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Worked Example: Jupyter Notebook with explicit
COde and COmmentS Explanations of context and problem

2 Application context: purpose of the model to establish a narrative

Application: Personalized Advertising on Online Platforms.

This notebook documents the development process of a decision tree. This tree is to decide for online platforms whether a user receives advertising for
online games or not. The users who receive advertising should be those who play online games frequently. A user's data can be used to predict
whether he or she plays online games frequently or rarely.

Classification problem
With the present data set, a classification problem with a target variable and different predictor variables can be formulated for the task just described.
« target variable:
Playing_OnlineGames
» predictor variables:
88 Variables about media use

should predict the expression of the target variable Playing_OnlineGames. The prediction should be based on other data of the user (e.g. personal
data, Youtube user behavior, use of online platforms, ).

The target variable currently has 7 values (7 - 1 or daily - never). However, we only want to make a prediction about whether a user plays online games
frequently or rarely. Therefore, it was necessary to recode the target variable (section 3.2).

bb
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Worked Example: Jupyter Notebook with explicit
COde and COmmentS Explicit code with explanations

3.2 Recode variables and reasoning

v #recoding the target variable
df jim['Playing CnlineGames'].replace([7,6,35], 'frequently")
df jim['Playing CnlineGames'].replace([4,3,2,1], 'rarely')

Rationale and explanation: recode target variable.

The target variable is recoded because for our prediction model we only want to know if someone plays online "Frequently” or "Rarely” in order to make
a decision about placing ads. How frequent it is in detail (daily, once a week, ...) does not interest us at all for this application. A target variable with two

values is also easier to predict. We therefore summarize the original values as follows:
7, @, 3 ——» Freguently

4, 3, 2, 1 —-> Rarely



Deutsche

'L( UNIVERSITAT p oo

PADERBORN

Worked Example: Jupyter Notebook with explicit
code and comments

v | #Evaluation with test data

tree.prediction_accuracy(data_ jim test, row _percentage=True, absolute no = True)

prediction Haufig Selten

correct

Haufip 77.3% 227%
Selten 12.0% 83.0%

Explicit code and visualisations

prediction Hiuby Selien with missing comments, so that
correct Students have to find self
Lo explanations
Selten 9 66

Comment about evaluation
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Brief evaluation of data cards module
n=156 students, grade 6, age 11-12

108 55 12 138 5 n

E'=== ===-II'.'||

sHsess $3s3saees

111311 gEssssess

4 1 H

';'HEE — 1

ditd i

======= ======= =====" =====c=== L1117 ==ll.lill
liked medium not liked yes maybe no

How much did you like the lesson series? Can you explain a decision tree?

—
-
—

7 34

sesese

L L L]

agssbose

vsessee

L L LE L B

HREHsaD

eeseee

S8e8E8e

LI TEL 1)

seEaRee

sscesee

asegees aee

2940089 e adReD

[ LI T T] sSeasBas

o9sese0 930080

S#aR@0ae BRPaean TEGeBReE
yes no no entry
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Correct classification of a new food item with a decision tree




'L(‘ universiTAT - | ProDaBi

PADERBORN

Brief evaluation of CODAP module

with n=21 students, grade 9, age 14-15

12 7 1 1 15 4 2

®

o9 44
o0

00 o0

o0 ® 41

o0 o0 41

o0 o0 4 o0

00 o0 = ° 44 b 4+ oo

true rather true rather not true naot true tue rather true rather not true
=FSTOO

o0

o0

o0

o0

o0 o

o0 o0

o0 o0 o0

true rather true rather not true
Working wi
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5. Looking back: Tools and facets of modelling at
different levels
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Use of tools for different school levels

Grade 5 - 6: M P
Basic JUpyie]
P g
gradde 8d- 10: & o
tandar \ JURYEr
CODAP
Grade 12: | . P s
@ python al Jupyter Jupyter
Advanced r i (PYEe
Course CODAP . ® @ python’
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Use of tools for different school levels

Grade 5 - 6:

Grade 8 - 10:

Grade 12:

L ] ® .
."« AR | N
= jupyter
‘ S~=FroDad]
CODAP | @
) ) ®
M .2 —
{F Jupyter
x CODAP o
. & @ . @
M ) _— —_
F Jupytelr Jupyter
x CODAP ® ® A python’
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Thank you very much
for your attention!

www.prodabi.de/en
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