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Project Goals
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• Developing and testing teaching material for
different grades in the context of design research

• Adapting or developing digital and unplugged 
tools for teaching and learning (data cards, 
CODAP, Python with Jupyter Notebooks)

• Designing and conducting professional 
development courses for teachers

• Developing theoretical conceptions including
educational goals for teaching and learning AI 
and Data Science at school level.



ProDaBi material in different grades
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Data Science in grade 12
Yearlong „project course“

Data Science in grade 8 to 10
5 teaching modules + PD courses for
teachers

Data Science in grade 5 and 6
2 teaching modules



Context

Project Course 12

Data Project Topic

JIM-Data (CODAP)

Introduction to Python

Data Exploration (JN)

Decision Trees

Neural Nets

Project
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Modules 8-10

JIM-Data 
(CODAP)

Data Exploration 
(JN, Arduino)

Decision Trees 
(CODAP, JN)

Data Awareness

Modules 5 / 6

Decision Trees 
& Data Cards

Data 
Awareness

Grade 7



Main topics and concepts of ProDaBi
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Data 

Exploration

Epistemic 

Programming

Data 

Awareness

Machine 

Learning

Computational Essays; 

Reproducible and 

explained Data Analysis 

and AI



Two types of machine learning: Focus today
decision trees
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Machine 

Learning

Decision 

Trees

Neural Nets

AI

Types and their 

use in  

applications of 

AI



2. Predictive modelling with decision trees in 
ProDaBi
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ML as part of predictive modelling
Predictive modeling is an important facet of data science education, new to traditional 

statistics and computer science education

Challenges

1. Elementarizing the basic algorithms, developing adequate visualizations and 

supporting tools

2. Quality assessment of ML models/algorithms

training data, test test, validation data, bias, range of potential applications 

3. Embedding ML in human decision-making scenarios
realistic, critival view of the power of ML, deployment with ethical monitoring

(Ridgway et al., 2018; Sulmont et al. 2019b, Zieffler et al., 2021)
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Our focus today



Why decision trees?

Transparency and teachability

• Relating and contrasting human and ML-built decision trees

• Algorithmic transparency is possible (Adequate mental models)

• Teachable on various levels with various tools with increasing complexity, breadth, 

and efficiency

Designing and using hybrid human-machine systems

• Students can act as designers of ML/AI not just as trainers of ready-made AI systems

• Possibility of pointing out the role of responsible humans in different stages of 

creating an AI system

Good start into comprehensive predictive modelling

• Teaching artificial neural nets, e.g., can focus on new algorithm

12
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A multivariate dataset: JIM-PB
• Based on an official German survey

• 161 Questions about media use

• We collected data of ~1200 juveniles

Topics:

• Grade, Age, Sex

• Owning digital devices
• Computer, GameConsole, Tablet, …

• Use of online platforms 
• Instagram, Facebook, TikTok, Youtube, …

• Gaming

• …

Our educational use

Data exploration of multivariate data

Example for introducing decision trees



A context used in class - Personalized
advertisement on online platforms
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• Instagram,Youtube, etc.

Why do I get such an advertise-

ment for an online game?

How is this decided?

An example of Yannik’s
Instagram Feed



Predicting frequency of online gaming from other
variables

Target variable: frequency of online gaming

Predictor variables:

GameConsole (ownership) yes/no

Computer (ownership) yes/no

Instagram use: rarely/frequently

Assumptions

Target variable is a proxy of „interest in further online games“
Predictor variables are related to the target variable (result of data exploration)

Predictor variables are known to our marketing company
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Decision trees: A brief introduction

1. Create a decision tree with level 1, based on the predictor variable that provides the

lowest misclassification rate

2. Add further decision steps based on the rest of the variables to further reduce the

misclassification rate 
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Toy data inspired by Jim data

Target variable

• is to be predicted

predictor variables

• serve to define 

decision rules for the 

prediction



t*in

GameConsole?

Yes                                      No

GameConsole as the first candidate for a splitting variable

frequently rarelyPrediction for OnlineGames
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* MiscRate = Misclassification rate

Errors/ 

Misclassifications
Split-Variable Errors MiscRate*

_____________________________
GameConsole 4 ~ 29% frequently

rarely

GameConsole?

Yes                                      No

Tentative Rule 1

If GameConsole = yes, predict onlineGame = frequently

If GameConsole = no, predict onlineGame = rarely

7                2

2                3

Confusion matrix
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* MiscRate = Misclassification rate

Errors/ 

Misclassifications

Variable Erros MiscRate*

_____________________________
GameConsole 4 ~ 29%

Computer 5 ~ 36%

frequently

rarely

Computer?

Yes                                      No

Computer as the second candidate of a splitting variable
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* MiscRate = Misclassification rate

Errors/ 

Misclassifications

Variable Errors MiscRate*

_____________________________
GameConsole 4 ~ 29%

Computer 5 ~ 36%

Instagram 5 ~ 36%

frequently rarely

Instagram?

frequently rarely

Instagram as the third candidate of a splitting variable
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?

?

frequently

rarely

GameConsole?

Yes                                      No

Rule 1

If GameConsole = yes, predict onlineGame = frequently

If GameConsole = no, predict onlineGame = rarely

GameConsole as the best choice for the first splitting variable

Split-Variable Errors MiscRate*

_____________________________
GameConsole 4 ~ 29%

Prediction for OnlineGames



Looking for further variables to reduce
misclassification rate

23
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GameConsole?

Yes                                             No

Eyeballing shows: Computer has lower MiscRates than Instagram
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GameConsole?

Yes                                             No

Eyeballing shows: Computer has lower MiscRates than Instagram
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GameConsole?

Yes                                             No

Computer?

Yes                            No
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GameConsole?

Yes                                             No

Computer?

Yes                            No

frequently rarely

Rule 2

Errors 2

MiscRate 14% 
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GameConsole?

Yes                                             No

Computer?

Yes                            No

frequently rarely

Eyeballing shows: 

Instagram has lower MiscRates

than Computer
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GameConsole?

Yes                                             No

Computer?

Yes                            No

frequently rarely

Eyeballing shows: 

Instagram has lower MiscRates

than Computer

Instagram?

frequently rarely
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GameConsole?

Yes                                             No

Computer?

Yes                            No

frequently rarely

Instagram?

frequently rarely

frequentlyrarely

Rule 3

Errors 1

MiscRate 7% 

Final rule (to be tested on further data)

Prediction for OnlineGames



3. Tools for teaching modeling with decision trees
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Manual creation 

of decision trees



3.1 Recommender system for food - unplugged with
data cards
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Topic of the series of lessons with data cards
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• Subject: Manual modeling with decision trees 

• Example: Recommender system for food items

• Guiding Questions:
• How can we use nutrition information to decide whether a food is 

rather recommendable or rather not recommendable?

• How can a method of machine learning help to create a rule system?



The material
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• 55 data cards about food items

• nutrition facts (typical value per 100g) 

• green and red paper clips to label the cards

• worksheets and slides 



The material
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• 55 data cards about food items

• nutrition facts (typical value per 100g) 

• green and red paper clips to label the cards

• worksheets and slides 



Demonstration: Defining data based decision rules with data cards

Video_Datacards.mp4
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How students use the material
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Defining decision rules
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3

8

Fat

< 8 g ≥ 8 g



Defining decision rules
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3

9

Fat

< 8 g ≥ 8 g

rather

recommendable



Documentation of decision tree



Overview of the series of lessons
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??

Label the data

Statistics with embodied activities

Creating decision trees

Testing different decision trees with one itemTesting own decision tree with test data



Impressions of students work in class
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Tools for teaching modeling with decision trees
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Semi-automatic creation 

of decision trees



3.2 Personalized advertisement with JIM data –
using CODAP
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Topic of the series of lessons with CODAP
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• Subject: Semi-automatic modeling with decision trees 

• Example: Personalized advertisement on online platforms (JIM data)

• Guiding Questions:
• How can we use personal data to predict personal interest (e.g. playing onlinegames)?

• How can we systematically find a good decision tree based on data?



CODAP – A tool for data science

• Easy exploration of multivariate data via drag & drop

• Manual construction of data based decision trees

with the plug-in Arbor 

• collaboration with the developer Tim Erickson

• adding features for teaching machine learning
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https://codap.concord.org/

https://codap.concord.org/


Decision Trees in CODAP

Demonstration: Basic functionality for free exploration

Video_CODAP1.mp4
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• Explained contextually why the 

different variables might be 

appropriate for predicting the target 

variables

• he tried different combinations by 

chance until he could not find any 

more improvements

• tested different variables by "trial&error" as 

the top decision rule

• searched for partial data sets with relative 

frequencies of the target value "close to 

100% or close to 0%" 

• stopped the process very early so that the 

final partial data sets remain "representative"

Student solutions 

Non – Systematic                                                       Systematic



Demonstration: Playing the machine 

Video_CODAP2.mp4
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Decision Trees in CODAP



Input: data , target variable (TV)

1. Define all possible data splits

2. Identify the best  data split        

3.  Apply the best data split

Termination criteria: 

a. no further split possible 

b. no further split required               
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Algorithmic process of creating a decision tree

n
o

t 
fu

lf
ill

ed
 

Terminal node with majority value for TV 
fulfilled
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Algorithmic process of creating a decision tree
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Algorithmic process of creating a decision tree
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No further

predictor variables 

available?

Is the partial 

data set pure?
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Algorithmic process of creating a decision tree
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Tools for teaching modeling with decision trees
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Automatic creation 

of decision trees



3.3. Personalized advertisement with JIM data –
using Jupyter Notebooks (grade 8 – 12)
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• Jupyter Notebook is a cell-based environment that can be used versatilly for teaching
• Explanatory cells (text an pictures)

• Code cells (create/ vary python code )

• Live output (Output of code directly below code cell)

Jupyter Notebook (with Python)

59

Explanatory sections

Source code editor

Yannik Fleischer & Rolf Biehler

Live output



Jupyter Notebook (with Python)
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• Interactive widgets with hidden source code

• Jupyter Notebooks as interactive Tools without students noticing python commands

Interactive Widget

Yannik Fleischer & Rolf Biehler



PyTree Library as tool for creating decision trees 

• We have developed a library (PyTree) of prepared commands for students to 

create decision trees based on data and to create meaningful visualizations

• Behind the scenes:
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Commands for students: 

• grow_tree()

• validation_pruning()

• manual_split()

• manual_prune()

• prediction_accuracy()

• evaluation_depth()

• evaluate_fairness()

• …

Automatic creation

Manual creation and editing

Evaluation and visualization



PyTree Library 

• What students see in code-based Notebooks:

• What students see in menu-based Notebooks:

62

Works like 

mental model 

build with CODAP



Use of Jupyter Notebooks in Class
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• Tool-JNs

• menu-based (limited actions)

• focus one aspect of learning about decision trees (overfitting, pruning, 

evaluation, …) 

• Worked example JN

• code-based (unlimited actions with python code)

• presents a whole modelling process (from data preparation to evalutation of the 

final decision tree)

• Additional narrative enhancements (code explanation, context explanation, 

reasons for human decisions)

• Computational Essay JN

• code-based (unlimited actions with python code)

• students document their modelling process adapted from the worked example



Tool Notebook: Jupyter Notebook with hidden Code
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Demonstration: Jupyter Notebooks for creating Decision Trees

Video_Jupyter.mp4
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Worked Example: Jupyter Notebook with explicit 
code and comments
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Explanations of context and problem 

to establish a narrative 



Worked Example: Jupyter Notebook with explicit 
code and comments
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Explicit code with explanations 

and reasoning



Worked Example: Jupyter Notebook with explicit 
code and comments
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Explicit code and visualisations

with missing comments, so that

Students have to find self 

explanations



4. Some evalutions from students
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Brief evaluation of data cards module
n=156 students, grade 6, age 11-12
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Brief evaluation of CODAP module
with n=21 students, grade 9, age 14-15



5. Looking back: Tools and facets of modelling at 
different levels
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Use of tools for different school levels
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Grade 5 - 6: 

Basic

Grade 8 - 10:

Standard

Grade 12:

Advanced
Course



Use of tools for different school levels
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Grade 5 - 6: 

Grade 8 - 10:

Grade 12: 
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Thank you very much

for your attention!

www.prodabi.de/en
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